
1 3

Exp Brain Res (2017) 235:135–151
DOI 10.1007/s00221-016-4776-4

RESEARCH ARTICLE

To bridge or not to bridge the multisensory time gap: bimanual 
coordination to sound and touch with temporal lags

C. Roy1 · S. Dalla Bella1,2,3,4 · J. Lagarde1 

Received: 26 February 2016 / Accepted: 13 September 2016 / Published online: 21 September 2016 
© Springer-Verlag Berlin Heidelberg 2016

asynchrony and temporal window of integration apply to 
cross-modal integration in a bimanual synchronization task. 
In addition, it shows the effect of auditory dominance onto 
multisensory temporal processes. This study sheds light on 
the role of temporal factors in multisensory processes when 
perception and actions are rhythmic and coupled.
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Introduction

Professional dancers are striking in their ability to coor-
dinate steps and body movements while keeping the beat 
of music. This fine-tuned body synchronization is usually 
associated with a feeling of beauty and harmony. Combin-
ing information across the senses, such as touch and audi-
tion, is critical in helping dancers to move at the unison. 
According to the “temporal rule” of multisensory inte-
gration (Spence and Squire 2003), temporal alignment 
between the musical beat and tactile information acts as 
a powerful binding cue to guide movements. Like danc-
ing, a variety of tasks involve the sustained coordination 
of several joints, such as walking, running, juggling and 
speaking. In the present study, we examined the temporal 
factors which act on the coordination behaviour while syn-
chronizing to bimodal stimuli. Bimanual coordination was 
considered, given that it is a widely used model of multi-
joint coordination (Kelso 1995; Todorov and Jordan 2002; 
Diedrichsen et al. 2010; Swinnen 2002). To date only few 
studies examined the impact of multisensory perception 
on bimanual coordination (Ronsse et al. 2009; Blais et al. 
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2015; Zelic et al. 2012, 2016; Lagarde et al. 2012), and 
none tested the role of temporal alignment between stim-
uli. As an example of bimodal stimuli to rhythmically pace 
hand movements, we focused on pairs of auditory and tac-
tile cues, engaging sensory interactions at various levels in 
the nervous system (Ghazanfar and Schroeder 2006; Laka-
tos et al. 2007; Soto-Faraco and Deco 2009).

Numerous studies investigated the effect of bimodal and 
tri-modal stimuli on behaviour. A set of factors and prin-
ciples governing their multisensory integration have been 
proposed (Todd 1912; Hershenson 1962; Raab 1962; Miller 
1982; Ernst and Bülthoff 2004; Driver and Noesselt 2008). 
Yet, their robustness is still an object of debate (Otto et al. 
2013). The main predictions governing the effect of multi-
sensory processes on behaviour are based on “the spatial 
rule”, “the temporal rule” and the “principle of inverse 
effectiveness”, originally derived from electrophysiology 
studies (Stein and Meredith 1993). A multisensory benefit 
is observed when signals occur at the same location, when 
they are presented at the same time and when their intensity 
is rather low (Alais et al. 2010).

Evidence in favour of a lawful relation linking multisen-
sory processes to the spatial and temporal configuration of 
the stimuli is mostly based on the study of latency processes. 
Treating and integrating latencies is a common denomina-
tor in a variety of tasks such as stimulus detection, decision-
making, saccades to a visual target and simple reaction times 
(Harrar and Harris 2005; Zampini et al. 2005; Colonius and 
Diederich 2010). These processes are often accounted for in 
terms of counter-models and more general diffusion models. 
These models postulate a sensory accumulation of evidence 
that the stimulus is present, leading after a given temporal 
interval or latency to a detection or decision, and to a move-
ment, once a threshold is crossed (Diederich 1995; Jones 
and Dzhafarov 2014). In the aforementioned tasks, needing 
a reaction to cross-modal stimuli, a temporal shortening of 
sensory accumulation processes due to the stimuli leads to a 
functional behavioural improvement, such as shorter reaction 
times (Bell et al. 2005; Rowland et al. 2007). This account 
of reaction time tasks, based on latency analysis, however, 
is likely to be insufficient for explaining multisensory inte-
gration in dancing, or in rhythmic tasks, such as bimanual 
coordination to single or bimodal rhythmic stimuli. These 
interlimb coordination tasks are typically accounted for by 
models issued from coordination dynamics theory (e.g. 
Haken et al. 1985; Kelso 1995; Swinnen 2002).

A large number of studies of bimanual coordination 
have documented preferred movement execution either 
in-phase, with the right and left fingers flexing simultane-
ously, or in anti-phase, with fingers moving in an alternate 
way (Turvey 1990; Kelso 1995; Swinnen 2002). Notably, 
those stable patterns are also strongly dominant in daily 
manual activities (Howard et al. 2009). The theory of 

coordination dynamics offers an explanation of bimanual 
coordination patterns using a model of entrainment of two 
dynamically coupled oscillators (the HKB model, after 
Haken et al. 1985). This theory is based on the empirical 
discovery of the systematic transition from anti-phase to 
in-phase patterns when movement rate is increased (Kelso 
1984, 1995; Schöner et al. 1986; Haken 1988; Schöner and 
Kelso 1988a; Beek et al. 1995; Leise and Cohen 2007). In 
the HKB model, changes in temporal stability determine 
the formation of bimanual patterns, caused by the inter-
play between the dynamics of each hand, and the coupling 
with the other hand. Conceptually, the HKB model can be 
expressed as indicated in Fig. 1a. It is important to note that 
we use the word stable here as used in the dynamical sys-
tem approach of brain and behaviour (see Kelso 1995). It 
corresponds strictly to the mathematical definition of sta-
bility for dynamical systems. The simplest way to define 
stability is the following: return to equilibrium after a per-
turbation. In this case, the equilibrium is called an attractor.

Bimanual coordination while synchronizing to external 
periodic events

Bimanual coordination can be made more stable when 
subjects synchronize their movements to periodic events, 
such as auditory metronome (Byblow et al. 1994; Fink 
et al. 2000). External periodic events also reduce the vari-
ability in the trajectory of hand movements (i.e. “anchor-
ing effect”, Byblow et al. 1994). The HKB model can 
account for these effects of sensory pacing by adding a 
periodic perturbation of the coordination patterns. This 
perturbation represents an external forcing that entrains 
the phase of the oscillators. This forcing introduces an 
explicit dependency on time and takes the form: S(t) = A 
sin(ωt + θ) (Schöner and Kelso 1988b), with A being the 
amplitude, ω the angular velocity, t the time and θ the 
phase. The phase θ enables introducing a phasing between 
the stimuli to which the right and left hands synchronize, 
respectively (see Fig. 1b). The amplitude corresponds to 
the intensity of the stimuli (see for uni-manual tapping, 
Bialunska et al. 2011).

In the context of rhythmic bimanual coordination, if 
the phase difference between the cues for the left and 
right hands equals the phase difference of the coordina-
tion pattern performed, the stability of the pattern increases 
(Schöner and Kelso 1988b; Schöner et al. 1992).

Bimanual coordination while synchronizing to a pacing 
stimulus can be analysed at two levels: a synchronization 
of each hand to the stimuli, and the coordination pattern 
between the hands. Taking into account the stochastic nature 
of biological systems, the dynamical stability of those pro-
cesses can be estimated by the SD of the phase difference 
(i.e. “asynchrony”) between movement and stimuli (Kelso 
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et al. 1990) and by the SD of the phase difference (i.e. tem-
poral shift) between hands’ positions (this is based on the 
diffusion theory framework; see Schöner et al. 1986).

After having presented how cross-modal stimuli should 
theoretically lead to more stable behaviour, we focus next 
on the effects of the relative timing of cross-modal stimuli. 
As mentioned above, our goal is to examine the “temporal 
rule” of multisensory integration in a bimanual synchroni-
zation task (i.e. bimanual tapping to cross-modal stimuli). 
We shall next introduce the three properties susceptible 
to affect multisensory integration in this task, namely the 
physiological synchronicity hypothesis (PSH), the tempo-
ral window of integration (TWI) and auditory dominance.

Physiological synchronicity for cross‑modal stimuli

The temporal rule states that a cross-modal benefit is 
observed when stimuli are presented at approximately the 

same time. However, the PSH modifies this basic rule, as 
first formulated by Raab (1962), indicating that physiologi-
cal synchrony is more important than stimulus synchrony 
per se. Early perceptual studies supported this hypothesis by 
showing enhanced performance when auditory signals were 
delayed relative to visual ones (Hershenson 1962). The tem-
poral gap is dictated by neurophysiological sensory trans-
duction and conduction processes in different modalities.

Recent results that are in keeping with the PSH are 
obtained in a variety of tasks, such as reaction time (RT) 
tasks, temporal order judgement (TOJ) and discrimination 
tasks. RT tasks show that participants react 42–45 ms faster 
to auditory stimuli than to tactile ones (Diederich and Colo-
nius 2004; Diederich 1995; Murray et al. 2005). In two 
studies, the difference between the reaction times to uni-
modal auditory and tactile stimuli was first estimated and 
used to scale the stimuli-onset asynchrony (SOA) between 
a pair of stimuli of distinct modalities. It was found that 
SOAs compensating for time differences obtained between 
uni-modal responses increase the multisensory benefit 
(Diederich and Colonius 2004; Diederich 1995). During 
passive movement, TOJ tasks revealed also that tactile 
stimuli have to be presented 45 ms before the auditory 
stimuli in order to reach subjective simultaneity (Frissen 
et al. 2012). Finally, in detection tasks using two-alternative 
forced choice (2AFC), the performance improved for syn-
chronous presentation of stimuli relative to non-synchro-
nous ones. However, when stimulus presentation was not 
synchronous, the performance was optimal only when the 
tactile stimulus preceded the auditory ones (Wilson et al. 
2009). Altogether, these studies point to the introduction of 
a temporal gap between auditory and tactile stimuli in order 
to improve performance.

Additionally, a hypothesis based on similar assumptions as 
the PSH has been proposed long ago for uni-manual sensori-
motor synchronization to rhythmic stimuli, namely the Pail-
lard–Fraisse hypothesis (Paillard 1949; Fraisse 1980). This 
hypothesis has been put forward to account for mean nega-
tive asynchrony, typically observed in finger-tapping experi-
ments. Indeed, when asked to tap to sequences of isochronous 
sounds, participants tend to anticipate the sound by 20–80 ms, 
a phenomenon termed “mean negative asynchrony”. Accord-
ing to the Paillard–Fraisse hypothesis, this phenomenon is 
due to the constant time differences between the perception of 
sound and the cutaneous and proprioceptive reafferences pro-
duced by movement, in order to ensure an alignment at some 
central level in the CNS (for reviews see Aschersleben 2002; 
Repp 2005). Interestingly, mean negative asynchrony var-
ies with the sensory modality of the stimuli. Participants tap 
(Müller et al. 2008) or reach maximal flexion (when physi-
cal contact with a surface is absent; Lagarde and Kelso 2006), 
before the auditory stimuli and after the tactile stimuli, with 
differences between the two around 40 ms. In sum, data from 
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Fig. 1  a The HKB model (Haken et al. 1985). b The paced HKB 
model (Schöner and Kelso 1988b). c The scenario corresponding to 
the present study: the HKB paced by the sum of two modalities, audi-
tory (aud) and tactile (tact). In a the architecture of the model is left–
right symmetric and comprises components dynamics represented 
by an evolution function F acting on the state of each hand which 
generates the stable rhythmic behaviour of each hand. The state of, 
respectively, the left and right hand is represented by X and Y, each 
being two-dimensional (position and velocity, or in polar coordi-
nates amplitude and phase). A coupling function G enables informa-
tion exchanges between left and right hands. Left and right hands 
times series are depicted in solid and dotted lines. From the interplay 
between F and G, stable in-phase and anti-phase patterns are avail-
able, and a transition from anti-phase to in-phase is obtained when 
rate is increased beyond a critical value. Only the anti-phase pattern 
was studied here. In b each hand is paced by the addition of a sine 
wave function of time, S(t), the subscripts denoting a specific hand. 
This pacing function is simply S(t) = A sin(ωt + θ) (see text for the 
abbreviations). In c each hand is paced by two sine waves, one for 
each modality, and addition is assumed like in the paced HKB model



138 Exp Brain Res (2017) 235:135–151

1 3

uni-manual sensorimotor synchronization suggest that the 
PSH also applies to rhythmic motor tasks in which partici-
pants synchronize to periodic stimuli.

The fact that the PSH can provide a reasonable account 
of different phenomena encompassing both uni-manual reac-
tion time tasks and rhythmic tasks is particularly appealing. 
Thus, it seems plausible that a similar hypothesis may extend 
to bimanual coordination paced by pairs of auditory and tac-
tile stimuli. Given the differences in mean asynchrony found 
between uni-manual synchronization to tactile and to auditory 
stimuli, one may expect that an optimal SOA is reached when 
tactile cues precede auditory cues by about 40 ms. This pos-
sibility entails an extension of the dynamical model previously 
illustrated for rhythmic pacing by a single modality. Each 
hand can be conceived as driven by two sine waves instead 
of one (see in Fig. 1c). This assumption seems reasonable for 
both auditory and tactile pacing, as recent magneto-encepha-
lographic studies have shown for both modalities time-locked 
oscillatory brain responses to periodic stimuli in their respec-
tive primary sensory areas (Carver et al. 2002; Nangini et al. 
2006). The paced HKB model predicts that the stabilization of 
the coordination pattern depends on the intensity of the pacing 
stimuli. Assuming that rhythmic pacing by two modalities is 
a simple sum of two sine waves (Fig. 1c), the resultant inten-
sity is maximal if the two sensory inputs are synchronous. As 
explained before, the synchrony of auditory and tactile stimuli 
is not reached if auditory and tactile stimuli are sent physically 
in synchrony but rather when tactile stimuli precede auditory 
stimuli. Accordingly, and in agreement with the PSH, syn-
chrony between the two unisensory processes, by increasing 
the total intensity of cross-modal stimulation, is likely to play 
an important role in stabilizing a bimanual coordination. To 
date, it is not known whether the results from uni-manual stud-
ies extend to bimanual coordination to cross-modal stimuli. 
The interaction between the hands, at the core of coordination 
dynamics, may modify the effects found in uni-manual tasks, 
and to the best of our knowledge, the hypothesis of an optimal 
SOA has not been tested in this area. So far, we described the 
effect of the PSH on behaviour as a way to optimize the ben-
efit of cross-modal stimuli. Now we will turn to the TWI.

Temporal window of integration

The TWI is characterized by the integration of cross-modal 
stimuli with distinct arrivals times. This translates into a 
certain degree of invariance in multisensory response by 
the central nervous system within a given range of SOAs 
(Spence and Squire 2003; Colonius and Diederich 2010). 
Having a temporal window of integration is likely to have 
an adaptive function in real life, as all events coming from 
a unique source are not always present at the same point 
in time. For instance, when people are speaking from a 
large enough distance, we see the movements of the lips 

before hearing, but we integrate the events as coming from 
a unique source without noticing the time gap. The tempo-
ral window of integration was tested in the laboratory with 
perceptual and RT tasks (Colonius et al. 2009; Harris et al. 
2009). For example, in the TOJ task, a temporal window is 
reported in which participants cannot determine which of 
two stimuli (i.e. auditory and tactile) comes first. The size 
of this window varies between 25 and 80 ms (Kitagawa 
et al. 2005; Zampini et al. 2005; Harrar and Harris 2008; 
Fujisaki and Nishida 2009). The variations of the size of 
the window can result from task and methodological dif-
ferences between the studies (Occelli et al. 2011). A tem-
poral window of integration is also reported in RT tasks 
but to our knowledge only for audio–visual (Diederich and 
Colonius 2009) and visuo-tactile modalities (Diederich and 
Colonius 2007a, b). To date, a temporal window of integra-
tion has not been investigated in bimanual synchronization 
tasks. Finally, we turn to the last process which is affecting 
cross-modal integration, that is auditory dominance.

Auditory dominance

Sensory dominance of a one sensory modality over another 
one is a longstanding theme in multisensory research. 
Basically, it denotes the fact that one modality can influ-
ence behaviour more strongly than another one for a given 
dimension (e.g. space, timing). Recent studies have shown 
that the so-called dominance can be modulated by the 
reliability of the signals (Ernst and Banks 2002). Audi-
tory dominance, identified in uni-manual tasks (Repp and 
Penel 2004), is expected to influence the synchronization to 
cross-modal events. A robust finding in sensorimotor syn-
chronization is that movement is attracted by the auditory 
modality when participants synchronize to audio–visual 
rhythmic stimuli (Aschersleben and Bertelson 2003; Kato 
and Konishi 2006; Repp and Penel 2002, 2004). In those 
studies employing paradigms with parametric variation of 
SOA between the two modalities, participants perform a 
tapping task with asynchronous cross-modal stimuli. They 
are instructed to synchronize their taps to stimuli presented 
in one modality while ignoring stimuli presented in another 
modality, acting as distractors. Typically, movement is par-
ticularly disturbed by auditory stimuli when participants 
synchronize to visual stimuli; in contrast, visual stimuli 
can be easily ignored when participants tap to the audi-
tory stimuli; thus, they disrupt less their synchronization to 
the target sounds. This dominance of the auditory over the 
visual modality is visible in terms of both synchronization 
accuracy and of its variability. When auditory and visual 
stimuli are both presented with varying SOAs, movement 
is particularly attracted by auditory stimuli. In sum, audi-
tory dominance is a robust phenomenon which to date was 
obtained exclusively for pairs of audio–visual stimuli. Even 
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though evidence is scant about the effects of audio–tactile 
stimulation, auditory dominance is similarly expected in 
this case, based on uni-modal synchronization data (Kolers 
and Brewster 1985; Lagarde and Kelso 2006).

In the present study, we examined the temporal factors gov-
erning bimanual coordination paced by cross-modal periodic 
events by varying the SOA between tactile and auditory stimuli. 
Cross-modal stimuli were presented to participants who syn-
chronized their hand movements either with auditory or with 
tactile stimuli. According to the TWI, we expected a tempo-
ral window of 80 ms. This value corresponds to the maximal 
size of the window observed in perceptual tasks (Zampini et al. 
2005). In addition, based on the PSH, we postulated that the 
optimal condition would be tactile stimuli preceding auditory 
stimuli by 40 ms. It was found that participants tap before the 
auditory stimuli and after the tactile stimuli, with differences 
between the two reaching 40 ms (Lagarde and Kelso 2006; 
Müller et al. 2008). Taking these assumptions together, we 
assumed a window not centred around 0 asynchrony between 
audio–tactile stimuli but rather when a temporal gap of 40 ms 
separates them. Inside this window, we postulated that all mul-
tisensory conditions would lead to a better performance relative 
to uni-modal stimuli (i.e. a multisensory benefit). Operationally, 
this would cause a decrease in the variability, corresponding to 
an increase in stability, of the coordination between hands and 
of the synchronization with the stimuli. In addition, because of 
auditory dominance, stronger effects of SOA manipulation were 
predicted when participants synchronized with tactile stimuli. 
Indeed, previous experiments reported that focus on the audi-
tory modality removed the effect of visual stimuli (Aschersle-
ben and Bertelson 2003; Repp and Penel 2004).

In the present study, we performed two experiments: a 
reaction time (RT) task and a bimanual synchronization 
task. The RT task is a task of reference to evaluate the 
behavioural response to a specific stimulus. It was used as 
a control task to get an estimate of the difference in time 
of processing between the modalities. Thus, thanks to both 
experiments, we will be able to compare the temporal gap 
between uni-modal conditions.

The same participants performed the two tasks in a sin-
gle session. The order of the tasks was counter-balanced. 
For the sake of clarity, we present the RT and the bimanual 
synchronization tasks as two experiments.

Experiment 1

Method

Participants

Fifteen adults (6 females), aged between 22 and 32 years 
(mean = 28.9 years), volunteered to participate in the 

experiment. They all reported normal audition and touch as 
well as no movement disorder. Thirteen were right-handed 
and two left-handed.

Material and equipment

The auditory stimuli were 80-ms square-wave pulses with 
a tone carrier frequency of 440 Hz, presented at a sound 
pressure level of 65 dB. The tactile stimuli, which were 
provided by piezo-electric vibrators, were 80-ms square-
wave pulses with a vibration carrier frequency at 150 Hz. 
The diameter of vibrators was 0.5 cm. Stimulus duration 
was chosen based on previous experiments (Zelic et al. 
2012, 2016). Participants wore earphones for auditory stim-
uli and headphones playing white noise to avoid the distur-
bances of environmental noises and noises produced by the 
vibrators. To avoid loss of tactile sensitivity on the ongo-
ing movement due to the stimulation (i.e. gating effect), we 
positioned the vibrators on each hip rather than on fingers. 
Vibrators were fixed by a belt in direct contact with the 
skin of the participants, on the right and left hips above the 
iliac bone.

The experiment was conducted using two PCs, one 
devoted to stimulus presentation, the other used to record 
simultaneously fingers movement and stimuli, via an A/D 
card (NI USB-6009, National Instruments). The stimuli, 
controlled using the data acquisition toolbox MATLAB 
(Mathworks), were sent via the sound card to a hardware 
system (Arduino 1.0.5). This device was used to deliver 
auditory and tactile stimuli while avoiding electronic 
delays. Index fingers positions were recorded using finger 
goniometers (resistive flex sensor; Spectra Symbol; reso-
lution: 1°) attached to the index finger and to the back of 
the hand in order to estimate the metacarpophalangeal joint 
position of the index fingers. Fingers’ angular positions 
and stimuli were collected by a second PC at a sampling 
frequency of 1000 Hz using an A/D NI USB acquisition 
board (6009). Recording was controlled by a custom pro-
gram using the functions of the data acquisition toolbox 
MATLAB.

Procedure

Participants sat comfortably with their forearms placing 
horizontally on a table. They were instructed to keep the 
index finger of their dominant hand extended while their 
other fingers were flexed, and the other hand was resting. 
As soon as they detected a stimulus, they were asked to flex 
their index finger and touch a physical surface (see Fig. 2). 
Each participant was submitted to 3 conditions, using audi-
tory, tactile or audio–tactile stimuli, respectively. For the 
audio–tactile condition, both stimuli were sent synchro-
nously, that is with a SOA of 0 ms. Each condition included 
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three blocks of 40 trials (120 trials per stimulus type; 360 
trials overall). A break of 3 min has been imposed once 120 
trials were performed; thus, participants took two breaks 
during the RT tasks and one of 10 min at the end of the RT 
task, before beginning the second experiment. Each trial 
was preceded by a warning stimulus (i.e. a double stimuli 
identical to the stimuli presented for the reaction time task). 
The time interval between the warning stimuli and the tar-
get stimuli varied randomly from 2 to 4 s (step 100 ms). 
The duration between the stimulus onset and the next warn-
ing stimulus was fixed and lasted 3 s. The order of the three 
conditions was randomized across participants. The task 
lasted around 60 min.

Preprocessing and data analysis

The time series of fingers’ position were low-pass filtered 
with a zero-lag 5-Hz second-order Butterworth filter. 
Participants performed a reactive flexion at the metacar-
pophalangeal joint. Each peak of flexion corresponded to 
a tap to the physical surface. The peak of flexion was esti-
mated by identifying the maximal excursion of the position 
measured by the goniometer using the “findpeak” function 
in MATLAB (version 2012b, Mathworks Inc.). Stimulus 
onsets were estimated using the same function. This proce-
dure was visually checked for all trials. The first three index 
flexions of each block in the RT task were removed because 
the majority of participants answer before the stimulus at 

the beginning of the block. To calculate the RT, the differ-
ence between the onset of the stimulus and the peak of the 
index flexion has been computed. Trials with RTs shorter 
than 150 ms and longer than 600 ms were excluded (1 % of 
all trials). The experiment took approximately 60 min.

Results

Mean RTs obtained in the RT task for the three conditions 
are reported in Fig. 3. The reactions times were entered in 
a one-way ANOVA with 3 conditions (audio, tactile and 
audio–tactile). The analyses yield to a significant effect of 
the condition (F(2,28) = 16.83, p < .001). A post hoc com-
parison (HSD Tukey) showed that larger RTs were obtained 
for the tactile stimuli as compared to auditory (p < .001) 
and audio–tactile stimuli (p < .001); nevertheless, no dif-
ference has been reported between auditory alone and 
audio–tactile (p = .52). The mean of RTs for audio alone 
is 307 ms, for tactile alone 337 ms and for audio–tactile 
300 ms. The time difference between reactions to tactile 
stimuli and to auditory stimuli was of 30 ms (337–307).

Discussion

The RT task served to evaluate the behavioural response 
to the auditory and tactile stimuli, presented alone and 
together, which will be used in experiment 2 in a biman-
ual synchronization task. The task allowed us to estimate 
the difference in time of processing between the modali-
ties. A temporal gap was found between uni-modal condi-
tions. The difference between the RT to tactile stimuli and 
to auditory stimuli was 30 ms. This difference is slightly 
smaller than the differences usually reported in the litera-
ture, which range between 42 and 45 ms (Diederich 1995; 
Diederich and Colonius 2004; Murray et al. 2005) although 
still comparable. Thus, with the present stimuli intensities, 
we confirm the general observation made in a number of 

Reaction Time Task
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Fig. 2  Experimental designs are presented in the top panel the reac-
tion time task, and in the bottom panel the bimanual synchronization 
task. In both tasks, the angular position of the index finger(s) was 
recorded at the metacarpophalangeal joint by goniometers. The goni-
ometers are taped to each finger and back of the hand and connected 
to an A/D card (not represented). Participants were instructed to move 
the index finger only at the metacarpophalangeal joint and to touch 
the physical surface represented here by the white box
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previous studies that processing of audio stimuli is slightly 
faster than for tactile stimuli.

Interestingly, with the current stimuli, we did not 
observe a multisensory benefit. RTs in the audio–tactile 
condition are not faster than in the uni-auditory condition. 
This result is contrary to previous findings (Murray et al. 
2005). This discrepancy may result from methodological 
factors. For example, the intensities of the auditory and the 
tactile stimuli were not calibrated before the experiment 
(i.e. we did not asked participants to match subjectively the 
intensities of tactile and auditory stimuli, in reducing the 
decibel of the auditory stimuli). According to the inverse 
effectiveness principle, a multisensory benefit is inversely 
related to the intensity of the uni-modal signals (Stein and 
Meredith 1993). The more important the “effectiveness” of 
uni-modal signals, the weaker the benefit. In this configura-
tion, auditory stimuli may have been too intense, thus pre-
venting a general multisensory benefit.

These results pave the ground to the second experiment 
by showing different RTs between the specific auditory and 
tactile stimuli. Shorter auditory reaction time to stimuli rel-
ative to tactile stimuli is coherent with the hypothesis that 
auditory stimuli should be delayed relative to tactile stimuli 
in order to be optimally integrated.

Experiment 2

The goal of this second experiment was to examine the 
effect of the temporal factors associated with multisen-
sory integration on bimanual synchronization. The same 
subjects participating in experiment 1 took part in this 
experiment. The same material and equipment were used. 
However, there are differences due to the nature of the 
task (RT vs bimanual synchronization with audio–tac-
tile stimuli) and to the manipulated variables. First, in the 
bimanual synchronization task, the stimuli were presented 
in sequences. Second, the SOA between auditory and tac-
tile stimuli was manipulated systematically (9 SOAs from 
−160 to 160 ms in steps of 40 ms). Finally, to pace an anti-
phase coordination, the stimuli were presented to the right 
and left sides in an alternated way. The order of the RT task 
and of the bimanual synchronization task was alternated 
across participants.

Procedure

In the bimanual synchronization task, participants were 
instructed to synchronize their index fingers with the stim-
uli while executing a continuous flexion–extension move-
ment, as shown in Fig. 2. When the right index was flexed, 
the left index was extended and vice versa (anti-phase 
movement). When the fingers were flexed, participants 

tapped to the physical surface (see Fig. 2). Stimuli were 
lateralized and presented alternatively on the left and right 
sides, therefore, in anti-phase. Participants synchronized 
their right index flexion with the stimuli presented to the 
right and their left index flexion to the stimuli presented to 
the left (i.e. movement was ipsilateral to the stimuli).

Two variables have been manipulated: the SOA between 
auditory and tactile stimuli (9 SOAs) and the focus (2 
Focuses, audio vs. tactile). Auditory and tactile stimuli 
were presented at 9 SOAs: −160, −120, −80, −40, 0, 40, 
80, 120 and 160 ms. The two different Focuses involved 
two different instructions to the participants. In the Focus 
audio condition, the participants were instructed to syn-
chronize their index flexion to auditory stimuli, and, in the 
Focus tactile condition to tactile stimuli. Therefore, when 
participants were instructed to synchronize to the sounds 
(Focus audio), the tactile stimuli were presented either 
before the sound by −160, −120, −80, −40 ms; or after 
the sound by 40, 80, 120, 160 ms or simultaneously: 0 ms. 
The opposite occurred when participants were instructed 
to synchronize to the tactile stimuli (Focus tactile). Alto-
gether, participants performed 36 trials, that is 2 trials in 
each of the 18 experimental conditions (2 Focuses × 9 
SOAs). In addition, 4 baseline trials in a uni-modal condi-
tion were performed before the trials with bimodal stimuli. 
In the uni-modal condition, two trials were performed with 
auditory stimuli alone and two with tactile stimuli alone. 
On each trial, a sequence of 80 stimuli was presented with 
an interonset interval of 800 ms (1.25 Hz). This frequency 
corresponds approximately to the average spontaneous fre-
quency of anti-phase coordination (Zelic et al. 2016). Each 
trial lasted approximately 1 min (80 × 800 ms). The order 
of Focus conditions was counter-balanced, and the order of 
the cross-modal conditions was randomized across partici-
pants. The experiment lasted approximately 60 min.

Preprocessing and data analysis

The time series of fingers’ position were low-pass filtered 
with a zero-lag 5-Hz second-order Butterworth filter. Par-
ticipants performed continuously flexion and extension at 
the metacarpophalangeal joint. Each peak of flexion cor-
responded to a tap to the physical surface. The peak of 
flexion was estimated by identifying the maximal excur-
sion of the position measured by the goniometer using the 
“findpeak” function in MATLAB. Stimulus onsets were 
estimated using the same function. This procedure was 
visually checked for all trials. At the beginning of a trial, 
participants adapted their movements to the stimuli; con-
sequently to ensure stationarity, we discarded the first four 
index flexions. The analysis was carried out on 72 index 
fingers flexion for each trial (i.e. 36 for the right finger and 
36 for the left).
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Sequences of taps relative to the bimodal stimuli were 
analysed to obtain measures of (1) interlimb coordina-
tion, and (2) synchronization between movements and 
stimuli. Coordination patterns are defined by the relative 
phase (Kelso 1995) between right and left fingers flexion, 
expressed by an angle on a circular scale, and synchroniza-
tion most often by a time difference between stimuli and 
fingers flexion. For the sake of simplicity, all the variables 
are presented in ms. In the bimanual synchronization task, 
the coordination between fingers was obtained by comput-
ing the time elapsed between each right index flexion and 
the subsequent left index flexion. Mean and SD of coordi-
nation between fingers were computed. SD of relative time 
is a measure of the stability of coordination pattern defined 
between limb movements (Kelso 1984; Schöner et al. 1986; 
Kelso et al. 1990). In the current experiment, this measure 
is named “SD coordination”. The higher the SD coordina-
tion, the less stable the behaviour.

Synchronization between movement and stimuli was 
obtained by computing the temporal difference between the 
index flexion and the onset of stimuli presented on the same 
side (i.e. those with which participants were instructed to 

synchronize). By convention, the difference between the 
stimulus and the movement was negative when the move-
ment preceded the stimuli and positive when the move-
ment was lagging (see Fig. 4). For each trial, there were 71 
temporal differences, which are referred to as “asynchro-
nies”. Mean asynchrony was computed as a measure of the 
accuracy of the synchronization. Positive mean asynchrony 
indicates that on average participants flexed their fingers 
after the stimuli (see Fig. 4). As done for the coordination 
between limbs, the SD of asynchrony was calculated as a 
measure of the stability of the synchronization (Kelso et al. 
1990; Repp and Penel 2004; Bialunska et al. 2011).

Hereafter, the methods used to estimate the PSH, the 
TWI and auditory dominance are explained. Existing 
methods for the analysis of perceptual and RT tasks with 
cross-modal stimuli (Vroomen and Keetels 2010; Mége-
vand et al. 2013) had to be adapted for rhythmic and con-
tinuous movement. To test the prediction based on the PSH 
(i.e. that physiological synchrony is achieved when tactile 
stimuli preceded auditory stimuli by 40 ms), we sought the 
condition with the smallest variability (i.e. the most stable 
performance). Based on previous uni-manual studies using 
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Fig. 4  Schematic presentation of the conventions used to estimate 
the asynchrony between the peak flexion of the index finger and the 
onset of the stimuli. The peak flexion is the maximal excursion in the 
flexing action, namely at the tap with the physical surface. In the left 
panel a one peak flexion is marked by a black filled dot. When the tap 
on the physical surface had two bumps, as presented here, the time of 
the first maximum was identified. The asynchronies were computed 
relative to the modality towards which the focus of attention was 

directed, namely a to the auditory stimuli when focus was on audio, 
or b to the tactile stimuli when focus was on tactile. In a auditory 
stimuli were presented first; in b tactile stimuli were presented first. 
Asynchrony was positive when the peak flexion lagged after the tar-
get stimuli and negative it occurred before the stimuli. In Fig. 6 we 
present the mean asynchronies calculated with both references (tactile 
and audio) to emphasize the invariance of the asynchrony to one of 
the modality (see text)
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audio–visual stimuli (Repp and Penel 2004), we expected 
that the general shape of the response to SOA would cor-
respond to a U-shaped function centred on this minimum. 
Moreover, we fitted a quadratic polynomial function to the 
SD coordination and to the SD asynchrony data. The pur-
pose of this fitting was to confirm that the response curve 
to the SOA variation possesses a minimum and that this 
minimum was not located on the SOA equal to zero. We 
reported a measure of the goodness of fit (R-squared) as 
indicative of the adjustment of this quadratic polynomial 
function to the participants’ data, obtained by a least square 
method, and the significance level of the fit, both using the 
“lm” function of the R software (R core Team 2013).

Further analyses were carried out to test the hypothesis 
linked to the TWI that the performance was invariant (and 
enhanced) within a certain range of temporal discrepancies 
between cross-modal stimuli. In keeping with our hypoth-
eses, we expected a TWI of 80 ms centred at 40 ms (tactile 
first), within which stability was higher than in the uni-tactile 
condition, for Focus tactile. The expected TWI comprised 
three SOAs: 80 (tactile first), 40 (tactile first) and 0 ms. This 
was tested by computing the difference between the uni-
modal tactile condition and cross-modal conditions for each 
SOA. When the difference was below 0, there was a benefit 
in the cross-modal conditions, the value 0 representing the 
performance in the uni-modal condition. Negative values 
indicated the conditions which were more stable (i.e. lower 
SD) than the uni-tactile condition. The range of SOAs thus 
identified could be considered as the extent of the TWI.

Finally, the hypothesis that auditory stimuli attracted 
more the movement compared to the tactile stimuli (audi-
tory dominance) was tested by comparing the mean of 
asynchronies across the SOAs when the Focus was on audi-
tory stimuli versus on tactile stimuli. An effect of SOAs 
was expected only when the focus was on tactile stimuli, 
because participants are usually strongly attracted by audi-
tory stimuli.

Results

For statistical analysis, the SOAs are ordered according to 
the Focus. When Focus was on tactile the negative SOAs 
represent auditory first and the positive SOAs auditory 
after. Inversely when Focus was on auditory, the negative 
SOAs represent tactile first and the positive SOAs tactile 
after. However, in order to represent both Focus and SOAs 
on the figures, we represent the data according to the order 
of stimuli, that is, which came in first. So, in the figures, the 
SOAs where auditory was first represent in the statistical 
analysis the positive SOAs for Focus on auditory and the 
negative SOAs for Focus on tactile.

General effect of SOA on cross‑modal stimuli

Synchronization and coordination variables were entered 
in a 2 (Focuses) × 9 (SOAs) repeated-measures ANOVA 
taking SOA −160, −120, −80, −40, 0, 40, 80, 120 and 
160 ms and Focus (auditory and tactile) as within-sub-
ject factors. Stability of coordination (Fig. 5a) varied as 
a function of the SOA, an effect depending on the Focus, 
as revealed by a significant SOA × Focus interaction 
(F(8112) = 2.31, p < .05). Simple effects showed that 
the effect of the SOA was confined to the tactile Focus 
(F(8112) = 2.55, p < .05) and not visible when participants 
focused on auditory stimuli (F(8112) = 1.15, p = .33). 
Synchronization stability (Fig. 5b) varied as a function of 
the SOA, regardless of the focus (F(8112) = 3.10, p < .01). 
Finally, synchronization accuracy (Fig. 6a) was affected by 
the SOA, depending on the Focus; SOA × Focus interac-
tion (F(8112) = 102.02, p < .01). 

Auditory dominance

Additionally to the effect of the SOA that was confined to 
the tactile Focus, the auditory dominance was tested by 
considering the mean asynchrony between movements and 
stimuli, indicator of synchronization accuracy.

An asymmetry effect depending on the order of the pres-
entation of auditory and tactile stimuli was observed. As 
previously explained in the Preprocessing and data analy-
sis section, the mean asynchrony was computed from the 
differences between peak of flexion and tactile stimuli (see 
Fig. 4), because in the Focus tactile conditions the instruc-
tion of synchronization was on the tactile stimuli. However, 
inspection of the data for mean asynchrony revealed that 
for SOAs where auditory stimuli preceded tactile stimuli, 
participants tapped in such a way that they kept the asyn-
chrony with the auditory stimuli close to zero, irrespective 
of the SOA. To illustrate this adaptation, we also computed 
the mean asynchrony between the peaks of flexion and the 
auditory stimuli (Fig. 6b). Yet, this was not the case when 
auditory stimuli followed tactile stimuli. It is intriguing that 
participants flexed their finger after both tactile and audi-
tory stimuli, in spite of the fact that the focus was on tactile 
stimulation and the sound was lagging after tactile stimuli 
(i.e. when tactile stimuli precede from 40 to 160 ms the 
auditory stimuli). This phenomenon can readily be seen in 
the individual’s distributions of asynchronies as a function 
of SOA (Fig. 7). More strikingly, the mean asynchrony was 
consistently very close to twice the SOA when estimated 
relative to the first stimuli (i.e. tactile). Therefore, fingers’ 
peak flexion occurred systematically after the second stim-
ulus, the sound, with a lag equal to the SOA.
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Physiological synchronicity hypothesis

First, we computed the mean asynchrony in the uni-modal 
conditions, on average, the participants flexed their fingers 
24.4 ms after auditory stimuli and 70.5 ms after tactile 
stimuli corresponding to an average difference of 46.1 ms. 
Thus, the condition SOA = 40 ms (tactile first) corre-
sponded well to this difference. The presence of positive 
mean asynchrony, namely when participants tapped after 
the stimulus, was also reported in bimanual tasks with 
audio–visual stimuli for anti-phase coordination (Blais 
et al. 2015).

As SOAs did not influence the performance when the 
Focus was on auditory stimuli, data where the Focus was on 
tactile stimuli were selectively considered. The inspection 
of the distribution of the synchronization data for individual 
participants revealed two peaks at 160 ms SOA (i.e. auditory 
first) and was single-peaked for the other SOAs as shown in 
Fig. 7. In the 160 ms SOA condition, the mean asynchrony 
was −256 ms for 7 participants and −70 ms for the 9 others. 
Due to this high variability between participants in this condi-
tion, the condition was not included in the data for the fitting.

The quadratic polynomial provided a good fit to the data 
for both the SD of coordination (R2 = .88; F(2,5) = 18.72, 

Fig. 5  Mean of a SD of coordi-
nation and b SD of asynchrony 
with auditory and tactile focus 
as a function of SOAs between 
modalities. The dotted lines 
indicate the uni-modal auditory 
condition and, the solid line, 
the uni-modal tactile condition. 
Error bars indicate SE of the 
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grey), subjects tapped after both stimuli, with a linear lawful relation 
between mean asynchrony and SOA (mean asynchrony = 2 × SOA, 
see also figures with raw data in the Supplementary Materials)
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p < .01, Fig. 8a) and for the SD of synchronization (R2 = .90; 
F(2,5) = 23.66, p < .01, Fig. 8b). These results confirm the 
visual inspection, the presence of a minimum and an increase 
towards the extreme values of SOA. Interestingly, the data 
and the fitted curves showed that synchronization stability 
was not centred at the physical synchrony between auditory 
and tactile stimuli (i.e. SOA = 0 ms) but was rather low-
est when tactile stimuli preceded auditory stimuli by 40 and 
80 ms. For SOAs larger or smaller than these values, SD 
asynchrony increased, that is the stability of synchronization 
diminished. For the SD coordination, the minima of the curve 
correspond to the SOA = 40 ms when tactile is first; how-
ever, as noticed in Fig. 8a, the lowest value corresponds to 
SOA = 80 ms when tactile is first. For SOAs larger or smaller 
than 80 ms when tactile is first, SD coordination increased, 
that is the stability of coordination diminished.

Finally, it was observed that the stability of movement 
increased together with the stability of synchronization 
(r = .84, p < .05).

Temporal window of integration

To test the possibility that a temporal window of inte-
gration may affect audio–tactile integration, we com-
puted the difference between the uni-modal tactile con-
dition and cross-modal conditions for each SOA (i.e. 
Fig. 9). This was done for SD coordination (i.e. Fig. 9a) 
and SD asynchrony (i.e. Fig. 9b). As shown in Fig. 9a, 
no difference between SOAs is visible for the stability 
of coordination. Synchronization stability differed from 
0 for SOAs when tactile preceded auditory by 80 ms 
(t(14) = 3.27, p < .01) and 40 ms (t(14) = 4.00, p < .01). 
Additionally, for SOAs with tactile first (120, 80, 40 ms), 
SOA = 0 and SOA with audio first (40 ms), the SD 
asynchrony was below 0, indicating an advantage of the 
cross-modal stimuli relative to the uni-tactile condition. 
This was indicative of a temporal window of integration 
of 160 ms, namely between 120 (tactile first) and 40 ms 
(audio first).
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Discussion

The goal of the present study was to examine the tempo-
ral factors governing the synchronization of bimanual 
coordination paced by audio–tactile stimuli while varying 
the SOA between tactile and auditory stimuli. Our predic-
tions have been partly confirmed. The uni-modal auditory 
condition proved overall the pacing condition leading to 
the most stable performance in terms of both coordination 
and synchronization to the rhythmic stimuli. Nevertheless, 
both physiological synchronicity and the temporal window 
of integration contributed to multisensory integration. The 
effect of these temporal factors on the stability of the syn-
chronization to the stimuli was visible only when the focus 
of attention was on tactile stimuli.

Multisensory integration

To investigate whether audio–tactile stimulation leads to 
a multisensory benefit, cross-modal stimulation was com-
pared to uni-modal stimulation. All bimodal conditions 
were less efficient than the uni-modal auditory condition 
for coordination and were comparable for synchronization. 
Nonetheless, a multisensory benefit of synchronization sta-
bility was observed when the bimodal condition with tac-
tile focus is compared to the uni-modal tactile condition. 
In particular, this was found when tactile stimulation was 
presented prior to auditory stimuli by 80 and 40 ms. This 
effect was found when considering the synchronization to 
the stimuli but not for the coordination between hands. This 
finding indicates that multisensory benefit, albeit frequently 

Fig. 8  a SD of coordination 
and b SD of asynchrony for tac-
tile focus as a function of SOAs. 
Solid lines indicate quadratic 
polynomial curve. Error bars 
indicate SE of the mean
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observed with perceptual tasks and in RT tasks, may not 
systematically extend to tasks involving a repeated rhyth-
mic movement. This is consistent with previous evidence 
of limited enhancement or lack of effect of audio–tactile 
stimulation on uni-manual synchronization or coordination 
of continuous movement. For example, walking with audi-
tory stimuli has the same effect on gait parameters, such 
as stride interval variability, as audio-visuo-tactile stimu-
lation (Sejdić et al. 2012). In uni-manual synchroniza-
tion, only one study reported audio–tactile benefits (Wing 
et al. 2010), while two others did not (Lagarde and Kelso 
2006; Elliott et al. 2010). To the best of our knowledge, 
the effect of audio–tactile stimuli on bimanual coordina-
tion was examined in only one study, showing a general 
multisensory benefit if pairs of stimuli were presented in 
an alternate way to the left and the right, directly match-
ing the anti-phase pattern of the hands coordination (Zelic 
et al. 2016). Using here the same condition, we did not 
replicate a multisensory benefit for coordination stability. 
However, this discrepancy may partly stem from meth-
odological differences between the two studies. Zelic et al. 
(2016) employed a transition protocol where rate of move-
ment and stimuli varied during bimanual coordination. In 
this study, the stabilization of coordination was driven by 
the rate at which the anti-phase coordination was main-
tained before a spontaneous switch to in-phase occurred. In 
the present study, rate was kept constant and the stability 
was measured by the standard deviation of the coordination 
(Schöner et al. 1986). Moreover, as previously evoked in 
the discussion of experiment 1, a factor which may have 
limited the observation of a multisensory benefit was the 
intensity of stimulation. The loudness of auditory stimuli 
may have hindered the emergence of a multisensory ben-
efit in both the RT task and bimanual synchronization task. 
Nevertheless, even in the absence of a multisensory benefit, 
we found an effect of the SOAs on the performance. This 
result provided valuable information about the effect of this 
temporal factor on performance.

Physiological synchronicity and temporal window 
of integration

We obtained compelling evidence that the SOA between 
isochronous auditory and tactile stimulation influences 
synchronization and coordination, provided that the focus 
of attention is on tactile stimuli. According to the TWI and 
the PSH, we expected a window of 80 ms centred at 40 ms 
(i.e. tactile first). Thus, for SOAs of 80, 40 and 0 ms (tac-
tile first), we expected a decrease in the variability of the 
coordination between hands and of the synchronization 
with stimuli relative to the uni-modal condition. The results 
obtained for the synchronization to the stimuli showed 
a TWI with a wider range of SOAs (−120 to 40 ms). 

Differently for the coordination between hands, a TWI was 
not confirmed, and the variability of the cross-modal condi-
tions was never lower than in the uni-tactile condition.

The analysis of synchronization stability and of coordi-
nation stability provided clear insights about the hypoth-
esis that introducing a temporal gap between cross-modal 
stimuli can make more efficient its binding with movement 
as compared to an isochronous cross-modal condition. The 
curves of SD of synchronization and SD of coordination 
showed a clear effect of SOA. The general shape of this 
response to SOA displayed a central minimum and increas-
ing extreme values. For SOA of 160 ms, irrespective of the 
order between stimulus modalities, the SD of synchroniza-
tion and of coordination increased, thus showing a decrease 
in stability. Moreover, these responses functions were dis-
placed towards the left. Indeed, relative to the uni-modal 
tactile baseline, the lowest values of SD synchronization 
and coordination as a function of the SOA were located to 
the left instead of being centred around a zero SOA. Previ-
ous studies giving arguments in favour to the physiologi-
cal synchronicity hypothesis found larger mean asynchrony 
when participants synchronize uni-manually to tactile than 
to auditory stimuli (Lagarde and Kelso 2006; Müller et al. 
2008). Our results in a bimanual task showed also a larger 
mean asynchrony for uni-modal tactile than for uni-modal 
auditory conditions, resulting in a time difference of 46 ms. 
This was in the order of difference estimated from the reac-
tion time task (30 ms) and comparable to what was reported 
in previous studies using reaction time tasks (Diederich and 
Colonius 2004; Diederich 1995; Murray et al. 2005). Note 
that this time difference corresponds to the conditions when 
tactile preceded auditory stimuli by 40 ms. As reported, 
the curve reached its minimum in the interval between 80 
and 40 ms for synchronization stability and for coordina-
tion stability. Moreover, the low variability among partici-
pants, in terms of the stability measure for synchronization 
(SD synchronization) and of mean asynchrony, indicated 
high consistency between individuals in this range of SOA. 
Thus, the results confirmed that conditions which respect 
the physiological synchronicity of modalities facilitate the 
binding of movements with cross-modal events.

In addition, as reported for SD synchronization, the 
conditions 80 and 40 ms (tactile first) showed a benefit 
compared to the uni-tactile condition. Concerning the sta-
bility of the coordination, the pattern proved less stable 
for extreme SOAs than for 0, 40 and 80 ms SOA (tactile 
first), but none of them indicated a benefit compared to uni-
modal tactile. This absence of benefit in SD coordination 
prevented the effect of the TWI on this variable (the differ-
ences between both variables are further discussed below). 
Regarding the synchronization to cross-modal stimuli, the 
results pointed towards a TWI of 160 ms, namely between 
120 (tactile first) and 40 ms (audio first), which is wider 
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than expected (80 ms). That the size of the TWI is wider 
than expected is quite surprising, considering that the TWI 
is narrower in RT task compared to temporal order judge-
ment tasks for audio–visual stimuli (Mégevand et al. 2013). 
A wider TWI in a synchronization task to audio–tactile 
stimuli may reflect the ability of the system to keep sta-
ble behaviour despite the discrepancies between senses. It 
is intriguing that the behaviour remained stable for larger 
discrepancies in a motor coordination task than in a percep-
tual task. The dependence of the TWI on the nature of the 
tasks and on specific task demands (e.g. maintain stability) 
deserves further studies in the future.

Altogether, both the PSH and the TWI influence the per-
formance in a bimanual synchronization task to audio–tac-
tile stimuli. A final hypothesis concerned the effect of audi-
tory dominance. Indeed, because of auditory dominance, 
stronger effects of SOA manipulation were expected when 
participants focused on tactile stimuli.

Auditory dominance

The results showed an effect of the SOA between modali-
ties when the focus is on the tactile stimuli. When the focus 
was on the auditory stimuli, in particular for synchroniza-
tion, stability remained generally constant in spite of the 
changing SOA, thus revealing no multisensory integra-
tion. Together, the analysis of both synchronization stabil-
ity and accuracy indicated that instructing participants to 
synchronize to auditory stimuli prevented an effect of the 
tactile stimuli, suggesting the absence of effective multi-
sensory processes. This finding is consistent with the so-
called auditory dominance effect (Repp and Penel 2002, 
2004; Kato and Konishi 2006). This phenomenon is often 
explained by the specificity of the two modalities. Typi-
cally, the auditory modality is efficient when temporal 
aspects are critical for the execution of a task, while the vis-
ual modality is more appropriate for spatial aspects, and the 
tactile modality for surface discrimination (Welch and War-
ren 1980). The auditory dominance is reported in tapping 
in comparison to vision (Aschersleben and Bertelson 2003; 
Kato and Konishi 2006; Repp and Penel 2002, 2004). By 
systematic variation of the SOA, those studies have shown 
that synchronized movement is typically more attracted by 
auditory than by visual stimuli. Here we observed auditory 
dominance in a bimanual synchronization task for audio–
tactile stimuli. However, despite auditory dominance, pre-
vious studies with a uni-manual task reported multisensory 
integration when participants were instructed to synchro-
nize to the visual stimuli, that is an effect of the SOA 
(Aschersleben and Bertelson 2003; Kato and Konishi 2006; 
Repp and Penel 2002, 2004). We obtained similar results in 
the present study when participants focused on the tactile 
stimulation.

Additionally, analysis of mean asynchrony revealed an 
intriguing effect of the order of cross-modal stimuli. The 
variation of the SOA, from negative to positive, intro-
duced a change of the order of presentation of the stim-
uli. Either the tactile stimuli appear first, or the auditory 
stimuli appear first. This asymmetry has been shown for 
uni-manual audio–visual tapping (Repp and Penel 2002, 
2004), and the attraction exerted by leading modalities 
was usually stronger than that exerted by lagging modali-
ties. Mean asynchrony allowed us to pinpoint two distinct 
kinds of adaptation to the stimuli depending on stimulus 
order (Fig. 6). This change was most clearly visible when 
asynchrony was calculated relative to the auditory stimuli 
(see Fig. 6b). When the tactile stimuli were presented first, 
the mean asynchrony increased as a function of the SOA, 
and the participants tapped after the each cross-modal pair. 
When the auditory stimuli were first, mean asynchrony 
remained in the vicinity of the zero. In the former situation, 
a clear dependence of synchronization accuracy (mean 
asynchrony) on SOA was found; yet, the reason why move-
ment was placed after both stimuli is still unclear. The lat-
ter situation could result from the dominance of auditory 
modality. When sounds occurred first in time, movement 
was mostly anchored to the auditory information, leaving 
little room to tactile stimulation to act on synchronization. 
At the same time, the increase in synchronization stability 
(SD synchronization) for SOAs greater than 40 ms revealed 
that this spontaneous locking of synchronization to the 
sound was not immune to a multisensory effect. Note that 
effects of asymmetry linked to the order of presentation 
of the stimuli are not uncommon in multisensory studies 
(Diederich and Colonius 2015; Fujisaki and Nishida 2009; 
Mégevand et al. 2013; Powers et al. 2009; Wilson et al. 
2009). For example, the attentional prior-entry effect indi-
cates that attending to a modality can improve the reactivity 
to the attended modality, compared to a less or unattended 
modality (Spence and Parise 2010). In our study, when the 
focus was on tactile stimuli and auditory preceded tactile 
stimuli, the auditory modality was not the attended modal-
ity. The observed attraction of movement to auditory stim-
uli was likely to result from both auditory dominance and 
the order of presentation, whereby the directed attention to 
the tactile stimuli may have interfered with synchronization 
processes.

Relation between synchronization and movement

As mean asynchrony showed, the most stable synchroni-
zation was not accompanied by the smallest mean asyn-
chrony. How multisensory processes determined that this 
timing was adopted with such consistency remains an 
open question. Thus, in this part, we focused on the link 
between the variables of the experiment and specifically 
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those measuring the stability. For synchronization of each 
hand to the cross-modal stimuli, it was clear that a given 
range of SOAs could facilitate the multisensory processes 
at work to bind movement to stimulation. However, this 
effect was less clear for the coordination stability between 
the hands. The two levels were indeed correlated, but the 
stability of the coordination in this cross-modal condi-
tion never outperformed the uni-modal tactile condition. 
Accordingly, physiological synchronicity applies to syn-
chronization in the case of coordination; however, the 
advantage obtained in terms of hand synchronization to 
the stimuli did not extend to the stability of the coordina-
tion pattern. The HKB model directly predicts this gain, 
when the intended anti-phase pattern is paced by events 
presented in anti-phase to the left and right hand. One line 
of interpretation is that synchronization to cross-modal 
events competed to some extent with the coordination 
between hands. For coordination to be stable, co-vari-
ation from cycle to cycle between the hands is required, 
enabled by an interhemispheric exchange represented by 
the HKB coupling. However, if the timing of each hand 
varied from cycle to cycle due to movement adjustments 
and local random errors while synchronizing to the cross-
modal stimuli, and assuming the origins of such varia-
tion are independent between the hands, this process may 
compete with the bimanual coupling. Studying in more 
detail the relation between synchronization and coordina-
tion in cross-modal conditions is beyond the scope of the 
present study. However, further studies can be conducted 
to examine the autocorrelations between cycles for each 
hand in cross-modal and in the uni-modal tactile condi-
tions, to shed light on the dynamical relations between the 
coordination between the hands (stabilized “globally”) 
and the synchronization of each hand to stimuli (stabi-
lized “locally”).

In conclusion, in keeping with the hypothesis of physi-
ological synchronicity and of the temporal window of inte-
gration, we found that the tactile had to precede the audi-
tory by 40 and 80 ms to obtain the best performance for 
the synchronization behaviour. The effect was weaker for 
the coordination behaviour. Moreover, the size of the esti-
mated TWI was wider (160 ms) than in perceptive tasks 
(maximal 80 ms). This suggests that in the context of an 
interlimb coordination task, the CNS is able to dynamically 
adapt to larger temporal discrepancies between audio and 
tactile stimuli. Those stabilization effects by cross-modal 
stimuli occurred when participants attempted to synchro-
nize to tactile stimuli. This effect of the focus of attention 
can be relevant to subsequent research on the binding of 
movement with audio–tactile events. Taken together, these 
findings bring new knowledge on temporal factors deter-
mining multisensory processes when perception and move-
ments are rhythmic and coupled. An interesting extension 

of this paradigm would be to investigate these questions in 
more realistic situations such as cued walking, promising in 
particular for rehabilitation protocols.
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